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Abstract— Adversarial learning based on Min-Max formu-
lations has been broadly employed in deep neural networks
(DNNs) as an effective defense approach against adversarial
attacks. Motivated by the level of resistance achieved by
adversarial trained models against a single type of adversarial
attack, in this paper we investigate if utilizing Min-Max
formulation in various deep learning-based Intrusion Detection
System (IDS) architectures may be considered an optimized
defense against different types of state-of-the-art adversarial
attacks. To investigate this, we generate adversarial samples
using multiple attack methods using two benchmark IDS
datasets, UNSW-NB 15 and NSL-KDD. Then, we conduct
comprehensive experiments on adversarial trained models,
including convolutional neural networks (CNN) and recurrent
neural networks (RNN) architectures. Our results demonstrate
that the adversarial IDS models that were trained against one
type of attack show robustness against different adversarial
attacks that could reach up to 40% higher accuracy than IDS
models trained by adversarial-free (baseline) datasets. Finally,
we demonstrate that training models with Carlini and Wagner
(CW) adversarial samples in CNN leads to better robustness
against other adversarial attacks.

Keywords: Deep Neural Networks, Intrusion De-
tection System, Adversarial Samples, Adversarial

Learning.
8 I. INTRODUCTION

While deep learning-based IDS aims to effec-
tively classify benign and malignant inputs, ad-
versarial samples often expose blind spots in the
inputs. Adversarial samples have been intention-
ally designed to target a model to degrade per-
formance and result in incorrect decisions with
high confidence. This wrong output can be done
by adding a calculated perturbation to the input.
With this pressing problem, several researchers [1]
[2] proposed several adversarial defense methods
in the past few years, and many types of research
in computer vision, malware detection, and IDS
[3] [4] [S5] show that augmenting crafted inputs
during the training time significantly robust models
against adversarial attacks and fortified them.

In our previous work [6], we conducted a
comprehensive experimental study and analysis
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of Min-Max optimization that combines both at-
tack and defense in deep learning-based intrusion
detection systems on three popular deep neural
network architectures, including artificial neural
networks (ANN), Convolutional Neural Networks
(CNN) and one of the Recurrent Neural Networks
(RNN) architecture called Long Short-term Mem-
ory (LSTM) and two IDS benchmark datasets,
UNSW-NB15 and NSL-KDD, in an adversarial
environment. We provided a performance com-
parison between several state-of-the-art adversarial
attacks, such as the Fast Gradient Sign Method
(FGSM) [7], and more powerful attacks with
multi-steps like the Basic Iterative Method (BIM)
[8], Projected Gradient Descent (PGD) [3], Car-
lini and Wagner (CW) [9], and Deepfool [10].
The result in [6] provides evidence that the IDS
framework proposed in [11] can reliably solve
the optimization problem in deep learning-based
intrusion detection systems trained by a single
type of adversarial attack. Motivated by the degree
of robustness we achieved in [6], we make the
following contributions in this paper. First, we
demonstrate the power of Min-Max formulation
and how the pre-trained CNN and RNN models by
a single type of adversarial samples achieved better
robustness against different types and unknown
adversarial samples and beat the accuracy of the
baseline IDS models trained by an adversarial-
free dataset. Secondly, in the CNN model, we
show that the defense technique based on the
Min-Max formulation works better when it is
adversarially-trained with Carlini and Wanger sam-
ples in comparison with other types of adversarial
samples. Overall, the investigation in this paper
extends the experiments in [6] using CNN and
RNN. We investigate whether the IDS framework
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proposed in [11], which is based on the Min-Max
formulation in deep learning-based IDS, can be
considered a general defense against various types
of adversarial attacks and attacks unknown to the
model. We note that this paper is based on the
content of the first author’s thesis [12]. The rest
of the paper follows. In section II, we review
related work on adversarial training, followed by
the experiment methodology in section III. Section
IV presents experiment results and analysis. We
will summarize our findings and outline the future
work in section V.
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Fig. 1: Adversarial Attack Taxonomy

II. RELATED WORK

Adversarial samples in DNN have been studied
in various fields, and research concentrates on two
main points: (1) generating capable adversarial
samples that can attack and deceive a model with
small perturbations; and (2) training and defending
models against adversarial samples. We reviewed
some previous works that have studied adver-
sarial attacks and proposed defense techniques,
and we find, as shown in Table I, that many
researchers have widely studied and developed
adversarial attack methods in computer vision and
image recognition, whereas adversarial attacks and
defense in IDS are still in the early stages of
research and have significant potential for further
studies. Besides, Table I presents some research
that uses adversarial training defense techniques
based on Min-Max formulation. We show that
most of the work in Table I is in image classifica-
tion. Finally, we classified some IDS research in
Table II based on the adversarial attack taxonomy
presented in Figure 1. We design our adversarial
attack taxonomy in Figure 1 based on the two
surveys of adversarial attacks [30] and [31], where

672

each adversarial attack can be classified under
this classification. The thorough study of related
work in adversarial attack and defense encourages
us to study whether Min-Max optimization can
represent a general defense and minimize the risk
of adversarial attacks for the adversarially-trained
model by one type of adversarial sample.

III. METHODOLOGY

The experimental approach we use in this paper
is similar to our previous work [6], including
model architecture and hyperparameters for the
learning algorithm to build the CNN and RNN
over UNSW-NB15 and NSL-KDD datasets. The
CNN network architecture we built for this work
has a combination of three types of layers: con-
volution, pooling, and fully connected layers. The
CNN architecture has three ConvlD that extract
features from the packet flow. It also has two Max-
Pooling1D that apply dimensionality reduction to
reduce the inputs’ size and decrease computation
time. We use four fully connected layers with the
ReLU activation function and one output layer
with a softmax activation layer to classify the input
into one of the categories: benign or attack. As
for RNN models, we use two LTSM layers with
sigmoid and one fully connected layer with ReLLU.
We completed 10 epochs with 32 batch sizes for
both architectures.

We conduct our experiments and train all deep
learning models on a large dataset divided be-
tween benign and attack flows. Our NSL-KDD
[32] training set consists of approximately 100,778
flows and 25,195 records for testing. While we
use UNSW-NB15 [33] 1,17478 records for train-
ing and 57,863 for testing with the same pre-
processing techniques used in [6] to remove out-
liers, normalize features, and apply feature selec-
tion processes to avoid overfitting and enhance
the performance of the models in terms of pre-
diction accuracy. We consider several assumptions
regarding our attack threat model. The attack is
an evasion attack, in which an attacker has access
to the IDS model during prediction time, causing
the model decision to be misclassified, taking into
account a complete knowledge of the targeted
model to perform a white-box attack.

Evaluation Metric: For the evaluation metric,
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TABLE I: Overview of Adversarial Trainin

¢ and Min-Max optimization in relevant work.

| Paper | Dataset | Application Algorithm | Attack Method |

[6] UNSW-NB15,NSL-KDD IDS ANN,CNN,RNN FGSM,PGD,CW,Deepfool

[11] UNSW-NB15 IDS ANN FGSM, BGA, BCA

[13] CIFAR-10,ImageNet Image Classification | Wide-ResNet FGSM,PGD,Deepfool

[14] CIFAR-10 Image Classification | Wide-ResNet PGD, CW

[15] CIFAR-10/100,Imagenet Image Classification | Resnet, WideRenset PGD

[16] MNIST,CIFAR-10 Image Classification | MLP, All-CNN, LeNet, etc PGD

[17] MNIST,CIFAR-10 Image Classification | CNN PGD, CW

[2] MNIST,CIFAR-10,ImageNet | Image Classification | MLP, LeNet, ConvNet, ResNet, etc | Deepfool, FGS

4] Binary file Malware Detection ANN FGSM, PGD

[18] MNIST,CIFAR-10 Image Classification | ANN FGSM, BIM

[19] MNIST Image Classification | NN PGD

[20] MNIST Image Classification | CNN FGSM,PGD

[21] MNIST,CIFAR10 Image Classification | DDN-Rony,TRADES, CNN PGD

[5] MNIST Image Classification | CNN FGSM,PGD

[3] MNIST,CIFAR-10 Image Classification | CNN FGSM,PGD,CW

TABLE II: Classification of relevant works in Adversarial Attacks based on Figure 1

Paper Application Algorithms Datasets Surface Capabilities Goals Knowledge
[11] IDS ANN UNSW-NBI15 Evasion Data injection Targeted WhiteBox
[6] IDS ANN,CNN,RNN NSL-KDD,UNSW-NB15 Evasion Data injection Targeted WhiteBox
[22] DS FNN,SNN BoT-IoT Evasion Data injection Targeted WhiteBox
[23] IDS GAN KDD99 Evasion Data injection Targeted BlackBox
[24] IDS DNN NSL-KDD Evasion Data modification Targeted WhiteBox
[25] IDS DNN NSL-KDD Evasion Data modification Targeted White Box
[26] IDS NB,LR,ST, SVM ASNM-NPBO Evasion Data modification Targeted WhiteBox
[27] DS SVM HTTP Traffic Attack Poison Data Injection Targeted WhiteBox
28] DS SVDD HTTP Traffic Poison Data modification Targeted White Box
[29] IDS Supervised ML ToT smarthome dataset Evasion Data modification Targeted white-box

we use the prediction accuracy (AC) that rep-
resents the total number of correctly classified
samples from both benign and attacking samples
among all predicted samples to evaluate the per-
formance of the trained models in the adversar-
ial environment. The adversarial training process
based on the Min-Max approach is formalized
in Algorithm I introduced in [11]. The algorithm
describes the IDS framework solution based on the
Min-Max formulation.

First, we train the four baseline models with
adversarial-free datasets for both architectures. We
achieve 96% for both CNN models: CNN-KDD
trained using the KDD dataset and CNN-UNSW
trained using UNSW. Similarly, we achieve 96%
for both RNN models: RNN-KDD trained using
the KDD dataset and RNN-UNSW trained us-
ing UNSW. Then, we generate strong adversarial
samples from FGSM [7], PGD [3], CW [9], and
Deepfool [10] that maximize the loss on UNSW
and NSL-KDD using the inner maximizer. We
test the four baseline models, CNN-UNSW, CNN-
KDD, RNN-UNSW, and RNN-KDD, against the
set of attacks we consider in this paper. Mod-
els accuracy significantly decreases, as shown in
Tables III, IV, V, and VI. Thereafter, we retrain
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the CNN and RNN models using the Min-Max
approach formulated in Algorithm I by a single
type of adversarial sample. We retrained 16 adver-
sarial IDS models using two datasets to investi-
gate the Min-Max approach in more detail. We
trained eight adversarially-trained CNN models,
eight adversarially-trained RNN models, and four
baseline models for both CNN and RNN.

We then evaluate the robustness of adversarial
models that are retrained using Algorithm I against
a single type of attack using a Min-Max approach
against different and unknown adversarial attacks.

IV. EXPERIMENTS

In this work, we utilize the inner maximizer
in IDS framework presented in [11] to gener-
ate adversarial samples from different methods
to attack CNN and RNN models trained with a
single type of attack to evaluate their robustness
and compare the results with the four CNN and
RNN baseline IDSs: CNN-UNSW, CNN-KDD,
RNN-UNSW, and RNN-KDD. Selecting CNN and
RNN architectures and not ANN, because, in our
previous work in [6], we studied the Min-Max on
multiple adversarial attacks using ANN architec-
ture. We perform the experiments in this work



2024 International Conference on Computing, Networking and Communications (ICNC): Communications and
Information Security Symposium

using only four attacks, including FGSM, PGD,
CW, and Deepfool due our observation in [6] that
BIM and PGD effectiveness are nearly similar in
most of the models. In our analysis, we measured
the accuracy before and after applying Min-Max
formulation. We also compared the impact of ad-
versarial samples generated by inner-maximization
on re-trained IDS and evaluate their robustness
against multiple adversarial attacks during testing
phase. The tables IV.III,V,& VI present the ac-
curacy of the trained models, with each column
representing a trained models with a single type of
adversarial using the Min-Max method. The row
labeled “adversarial attack methods” represents the
techniques employed by the inner maximizer to
create adversarial samples.
A. Performance of Adversarial Trained CNN IDSs

In this experiment, we test the CNN
adversarially-trained models with a single type of
perturbation by other adversarial attacks: FGSM,
CW, PGD, and Deepfool, as shown in Figures
2 and 3. The result values of the two tables III
and IV summarize the prediction accuracy of five
trained CNN IDSs, including the two baseline

CNN models.
TABLE III: Prediction Accuracy Results for CNN-based IDS on
UNSW-NBI15

- Adversarial Attack Methods

Model FGSM | CW PGD | Deepfool
CNN Baseline 71.31 66.2 | 46.45 66.94
FGSM model 94.51 | 68.82 | 72.76 50.42
CW _model 98.69 | 88.86 | 71.6 78.05
PGD model 73.77 | 69.52 | 95.47 58.54
Deepfool model | 69.07 | 64.66 | 53.9 92.05

TABLE IV: Prediction Accuracy Results for CNN-based IDS
on NSL-KDD

Adversarial Attack Methods

Model

FGSM CW PGD | Deepfool
CNN Baseline 32.48 | 2337 | 18.71 12.63
FGSM model 95.69 66.05 51.17 70.29
CW model 87.38 92.67 | 72.04 77.96
PGD model 55.36 58.43 | 95.52 59.13
Deepfool model 66.16 49.52 | 43.25 94.31

We observe that adversarial-free models (base-
lines) have low accuracy compared to the other
adversarial-trained CNN models. The results are
expected because we train the baseline models
with adversarial-free datasets, as seen in the bold
values in Tables III and IV. We are also not
surprised that all training methods are relatively
robust to adversarial samples from the same attack
methods, as seen in the bold and underlined values
in Table III and Table IV.
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Figures 2 and 3 show the information in the
tables in a graphical representation. The base-
line model’s accuracy decreased when attacked
with FGSM, PGD, CW, and Deepfool samples
generated by the inner maximizer. By retraining
the CNN models using Min-Max, the prediction
accuracy increased for all models in comparison
to the baseline models while being attacked.

It is worth noticing that CW-CNN models in
both UNSW and NSL-KDD achieved higher than
70% against all adversarial samples. We underlined
the CW model in both Tables III and IV. The
FGSM model has the second highest accuracy,
where the average of all accuracy is almost 70%.
PGD and Deepfool achieve 67% and 63% as an
average accuracy. Examining the CNN-based IDS
in both UNSW-NB15 and NSL-KDD, the Deep-
fool models are more resilient against FGSM and
CW. However, Deepfool models are less resilient
against PGD attacks that have the highest impact,
achieving 53.9% and 43.25 against Deepfool mod-
els in UNSW-NBB and NSL-KDD, respectively.

B. Performance of Adversarial Trained RNN IDSs

Similar to adversarial-trained CNN-based IDSs,
we noticed all RNN models are more resilient to
some adversarial samples than other adversarial
samples.

TABLE V: Prediction Accuracy Results for RNN-based IDS on
UNSW-NB15

- Adversarial Attack Methods
Model FGSM CwW PGD | Deepfool
RNN Baseline 44.74 | 43.94 | 43.35 10.36
FGSM model 88.83 | 73.53 | 55.59 62.19
CW model 69.55 87.09 | 63.37 67.04
PGD model 63.67 68.22 | 95.23 69.13
Deepfool model 59.4 54.7 25.66 94.75

TABLE VI: Prediction Accuracy Results for RNN-based IDS on
NSL-KDD

- Adversarial Attack Methods
Model FGSM CW PGD | Deepfool
RNN Baseline 46.92 5.76 18.07 31.59
FGSM model 95.53 71.30 | 60.85 54.93
CW model 90.95 95.21 | 62.99 60.78
PGD model 61.33 67.51 | 95.52 78.22
Deepfool model 65.58 57.55 | 72.66 95.32

The predictions made by the four adversarial
trained models, which include the RNN IDS base-
lines (RNN-UNSW and RNN-KDD), are shown
in Figures 4 and 5. As expected, we noticed that
the adversarial-free models (baseline) have low
accuracy compared to the other adversarial-trained
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Fig. 2: Evaluation of multiple attacks against adversarially-trained
CNN models for UNSW-NB15
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Fig. 4: Evaluation of multiple attacks against adversarially-trained
RNN models for UNSW-NB15

RNN models. We are also not surprised that all
training methods are relatively robust to adversarial
samples from the same adversarial attack meth-
ods, as shown in the bold and underlined values
in Tables VI and V. For example, the baseline
accuracy of the RNN IDS model of UNSW de-
creased to 44% via FGSM samples. By retraining
the RNN IDS of UNSW with FGSM samples
using Min-Max, the accuracy of the prediction
increased to 88.83%. If we take a closer look
at both Tables V and VI, we observe that the
FGSM model is less robust to Deepfool attacks,
where accuracy achieves 54.93% in RNN-KDD
and 62.19% in RNN-UNSW. This accuracy is con-
sistent with what has been found in CNN-UNSW,
where accuracy in the FGSM model achieves
50.42% against deepfool attacks. Similarly, we
observe that CW-RNN models of both UNSW
and NSL-KDD achieved high accuracy against all
other adversarial attacks, where accuracy against
all attacks achieved higher than 60%.
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Fig. 3: Evaluation of multiple attacks against adversarially-trained
CNN models for NSL-KDD
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Fig. 5: Evaluation of multiple attacks against adversarially-trained
RNN models for NSL-KDD

V. DI1SCUSSION AND CONCLUSION

We study the robustness of models that are
adversarially-trained with a single type of adver-
sarial sample in an environment where multiple
adversarial attacks could happen. Through the
comprehensive comparison and analysis of the ex-
perimental results, we can draw the following con-
clusions about the robustness of the adversarial-
trained IDSs:

« All Deepfool models have the lowest robust-
ness against all four adversarial attack meth-
ods. More specifically, the Deepfool model’s
robustness in RNN-UNSW was the least com-
pared to other models.

« CW models have the best robustness against
all other adversarial attack methods. More
specifically, the accuracy of CNN-UNSW and
CNN-KDD, when trained by CW samples,
outperforms other adversarial-trained models.
We noticed that some adversarial IDS models
are more robust than other adversarial samples.
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The CW model’s accuracy is 98.69% against
FGSM samples, complying with CW sample
accuracy that achieved only 88.86% against
new CW samples, although the CW model was
trained by CW samples, not FGSM samples.
We speculate that this might be because the
FGSM attack is considered a fast attack, not
robust, and generally has less effectiveness
among all adversarial models.

o We demonstrate that training CNN models
with CW adversarial samples improves model
performance against other adversarial samples.

o FGSM and PGD models have the same robust-
ness against all adversarial attack methods in
both datasets in CNN and RNN.

The overall accuracy did not decrease more
than 50% of the initial accuracy of the baseline
models. However, following the results of this
paper, although the Min-Max training approach
shows reasonable robustness in the face of mul-
tiple adversarial attacks generated by the inner-
maximizer, we did not obtain the best possible
performance and robustness for all CNN and RNN
models. In addition, the models in this paper
did not outperform the performance of models
trained by a single type of adversarial attack and
attacked by the same type [6]. As a result, finding
a general defense and solution for IDS based on
deep learning is still challenging. Future work may
consider more measurement metrics like precision
rate, specificity, recall rate, and evasion rate to
evaluate the performance and compare various
models’ robustness and the effectiveness of adver-
sarial attacks.
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