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Abstract—Address Resolution Protocol (ARP) spoofing is an
important means for cyber adversaries to launch Denial of Ser-
vice (DoS) or Man-In-The-Middle (MITM) attacks. These attacks
can seriously impact system performance regarding confidential-
ity and data integrity. To overcome ARP spoofing attacks, several
intrusion detection systems (IDSs) leverage the advantages of
software-defined networking (SDN) to detect attackers. However,
most of these approaches remain ineffective due to the use of
a non-adaptive threshold and the lack of real-time information
during attacker detection. To remedy these shortcomings, we
propose a new deception-based IDS to efficiently detect attackers
in SDN networks. This method deceives attackers to obtain real-
time information to improve the detection system. Simulation
results in the Mininet simulator show that the proposed method
can significantly mitigate ARP spoofing attacks better than
existing approaches.

Index Terms—ARP Spoofing, Software-Defined Network, Cy-
ber Deception.

I. INTRODUCTION

Address Resolution Protocol (ARP) spoofing is a form of
attack usually used by attackers to negatively impact system
performance regarding confidentiality and data integrity [1].
These attacks come from the address resolution protocol,
which is used to initiate communications in the network by
providing a mapping between Internet Protocol (IP) and Media
Access Control (MAC) addresses [2]. The ARP protocol
suffers from several weaknesses such as lack of authentication
(no mechanism for the receiving host to authenticate the packet
sender) and its stateless nature (a host can send an ARP
response without an associated ARP request) [3]. The exploita-
tion of these weaknesses may allow attackers to impersonate
other hosts and poison ARP caches. An attacker can poison an
ARP cache by inserting multiple IP addresses for one MAC
or multiple MAC addresses for one IP. To overcome ARP
spoofing attacks, several approaches such as Naive Bayes [4],
BSVR-ARP [5], E2BaSeP [6] and GaTeBaSeP [7] leverage
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the advantages of software-defined networking (SDN) to de-
tect attackers. However, these approaches can be ineffective
because they use a non-adaptive threshold to detect attackers.
Indeed, the detection thresholds used do not depend on the
attack frequency. Therefore, these approaches can lose their ef-
fectiveness when the attack frequency fluctuates. To overcome
this drawback, we propose a new intrusion detection system
(IDS) based on deception. This method deceives attackers
to obtain real-time information (attack frequency, number of
attacks at a given time, etc.) to improve the detection system.
Our contributions can be summarized as follows:

• Propose a new dynamic detection threshold based on
information collected from decoys;

• Propose a deception-based IDS that considers the attack
frequency fluctuation during attacker detection.

The rest of this paper is organized as follows: Section II
presents related works. Section III presents the network archi-
tecture. In Section IV, the threat model is described. Section V,
presents the proposed approach against ARP spoofing attacks.
Section VI validates this approach through simulations done
in the Mininet simulator. Section VII concludes this paper and
presents future directions.

II. RELATED WORK

Several approaches based on flow graphs, traffic pattern
analysis, and IP-MAC address binding have been proposed to
defend ARP spoofing attacks [3]. For instance, a flow graph
is a graph theory representation of switches (nodes) and flow
metadata (edges) that provides a simple and easy mechanism
to detect violations of network topology restrictions [8]. Ap-
proaches based on flow graphs proposed in [8], [9] assume that
the OpenFlow messages sent by SDN switches are trustworthy.
However, a compromised switch can add false information
on various flows and distort the flow graph. Furthermore,
if the topology is dynamic and changes frequently, the flow
properties (links, paths followed, bytes transferred, etc.) may
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also change frequently and cause false alarms in the network.
The main idea of approaches based on traffic pattern analysis
is to use the controller in the SDN network to monitor and
analyze ARP traffic. The controller monitors the traffic and
detects an ARP spoofing attack when the ARP traffic analysis
result meets a certain predefined traffic pattern [10], [11]. But,
the network administrator must accurately identify predefined
traffic patterns to avoid false alarms. Another way to handle
ARP spoofing attacks is the IP-MAC address binding [6],
[12], [13]. This method uses a global ARP mapping into the
controller to answer ARP requests in the network. However,
most of the approaches based on IP-MAC address bindings
can be ineffective due to the use of a non-adaptive threshold
and the lack of real-time information during attacker detection.
In this paper, we address these shortcomings by using a
deception-based method to efficiently detect attackers. Section
IV describes the ARP spoofing threat model.

III. NETWORK ARCHITECTURE

We consider SDN because of its ability to collect infor-
mation and program routing devices through applications,
enabling proactive and intelligent security policies [14]. This
architecture separates the control and data planes to represent
the entire lower-level network infrastructure as an abstrac-
tion of the higher-level control and management functions
implemented in the SDN controller. The SDN technology is
recognized for its adaptability to large-scale networks and can
enable global configuration across the network, facilitating
overall network management [15]. Fig. 1 presents an SDN
architecture in which the proposed approach is implemented.
In this figure, SDN architecture comprises a controller, Open-

Fig. 1: SDN architecture [6]

Flow switches, and end users. The controller uses a global
ARP cache to answer virtual machines’ ARP requests. Vir-
tual machines communicate with the controller through the
OpenFlow protocol [6]. Section IV describes the ARP spoofing
threat model.

IV. THREAT MODEL

We consider the threat model where the attacker starts
with the network reconnaissance phase before launching ARP
spoofing attacks. Network reconnaissance is a preliminary step
in which an attacker attempts to gather information (IP and
MAC addresses, services, etc.) about a system using scanning
tools such as Nmap and Xprobe2 [16]. This information is
used by the attacker to target its victims. After reconnaissance,

the adversary can launch ARP spoofing attacks to poison
victims’ ARP caches, as shown in Fig. 2. In this figure,

(a) Adversary A poisons host T ’s
ARP cache.

(b) Packets from T destined to B are
redirected to A.

Fig. 2: ARP spoofing attack scenario.

adversary A targets host T and poisons its ARP cache by
impersonating host B (Fig. 2a). Therefore, traffic from T
intended to B is redirected to A (Fig. 2b). A host is considered
a non-attacker if it is identified by one and only one IP-
MAC pair in the network. The attacker’s characteristics are
the following [6]:

• An attacker can send an ARP packet that leads to obtain-
ing several IP addresses for a MAC address or several
MAC addresses for an IP address in the network;

• The MAC address of an ARP packet header sent by an
attacker is often different from the data link layer MAC
address;

• The number of ARP requests sent by an attacker is often
greater than the number of ARP responses received.

Section V presents the proposed defense mechanism against
ARP spoofing attacks.

V. PROPOSED APPROACH AGAINST ARP SPOOFING
ATTACKS

We consider a network comprising true and deception con-
figurations. The true configuration includes the set of virtual
hosts denoted by H . The deception configuration aims to hide
valuable hosts using the set of decoy nodes denoted by H̃
(H ∩H̃ = Ø). Decoy nodes collect information about users to
enable the defender to determine the accurate attack frequency
at a given time. As network transmission errors or virtual
machine migrations may lead to modifying a normal packet to
an attack one, we use the Bayes theorem to detect attackers.

A. Attacker detection algorithm

We consider P as the probability of being an attacker and P
the probability of being a non-attacker (P = 1−P ). Let S be
the set of attacker characteristics. When the SDN controller
detects the characteristic s ∈ S from a packet of a node
h, it computes the probability P (h|s) using Eq. 1. We use
probability to detect whether a host is an attacker because
network configuration changes can modify a correct packet
into an attack one.

P (h|s) = P (h) ∗ P (s|h)
P (h) ∗ P (s|h) + P (h) ∗ P (s|h)

(1)
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Eq. 1 assumes that attacker characteristics appear indepen-
dently of each other. In case some characteristics are mutually
dependent, the SDN controller may compute the virtual host
probability considering a subset of characteristics. Let θ =
{s1, s2}, the subset of two mutual dependent characteristics
triggered by h. To compute the probability P (h), Eq. 2 will
be used, instead of Eq. 1.

P (h|{s1, s2}) =
P (h) ∗ P ({s1, s2}|h)

P (h) ∗ P ({s1, s2}|h) + P (h) ∗ P ({s1, s2}|h)
(2)

Assuming that the characteristics are mutually independent,
using Eq. 2 to calculate the probability P (h) will provide the
same result as Eq. 1. As we have shown how to compute
the probability P (h) that the virtual host h is an attacker,
we need to define the threshold probability. This threshold
considers real-time attack frequency from the decoys. Since
attack frequency can vary, the detection threshold must adapt
to this variation. Let λ be the attack frequency. We define
the detection threshold based on the detected attackers (A),
virtual machines recovered from the list of attackers (Ω), and
the attack frequency (λ). Let δ be the period between two
consecutive attacks. λ = 1

δ . Let us consider m as the number
of decoy nodes in the network and N , the number of intervals
between consecutive attacks. The average attack frequency can
be defined as follows:

λt =
1

m
(

m∑
i=1

(
1

N

N∑
j=1

δj)) (3)

Finally, the detection threshold is defined by Eq. 4.

τt =
A

λt − Ω
=

A
1
m (

∑m
i=1(

1
N

∑N
j=1 δj))− Ω

(4)

In Eq. 4, Ω refers to the virtual machines recovered from the
list of attackers. We consider that there can be an error during
the attacker detection. Thus, after connecting the attacker to
the decoy through flow rules, the SDN controller continues to
observe the interaction of the attacker with the decoy. If no
malicious behavior is detected in the decoy information, the
virtual host is reconsidered as a normal user. Ω is the set of
previous attackers reconsidered as normal users.

B. Deception model description

The deception model aims to obtain real-time information to
improve the detection system. This improvement is achieved
through the use of an accurate detection threshold based on the
data collected from the decoy nodes. To deceive adversaries,
the SDN controller intercepts scan packets and rewrites their
headers by mutating real hosts’ addresses with the decoy ones
as shown in Fig. 3a. In this figure, the adversary A sends
a scan request to the target T , and the latter receives this
request and returns a scan response. However, the defender
intercepts this response, rewrites its header by mutating the
target’s IP-MAC pair to that of the decoy, and forwards it to
the adversary. Thus, if the adversary targets its victim based on

the IP-MAC pair contained in this response, it will be deceived
into believing that its attack succeeded. Similarly, the defender
can also rewrite the scan request headers and forward them to
decoy nodes as in Fig. 3b. This figure shows that the adversary
A sends a scan request to the target T , the defender intercepts
this request, rewrites its header, and forwards it to the decoy
node T ′. The latter receives this request and returns a scan
response containing its IPT ′ −MACT ′ pair. Therefore, if the
adversary uses this pair to launch an ARP spoofing attack, it
will be deceived.

As for scanning requests, when the adversary launches an
ARP spoofing attack by sending a fake ARP request to the
victim, the defender intercepts this request and returns an ARP
response as in Fig. 3c. This response includes the decoy’s IP-
MAC pair instead of that of a real host. In Fig. 3c, adversary
A sends an ARP request to the target T by impersonating
host B, and the defender intercepts this request and answers
with an ARP response containing the decoy’s IP-MAC pair.
When the adversary receives this response, it believes that its
attack was successful, whereas it has been deceived. Similarly,
instead of directly answering the adversary’s ARP requests, the
defender can also rewrite an ARP request header by mutating
the victim’s IP address to the decoy’s one and forward this
request to the decoy node as in Fig. 3b. In this figure, the
decoy node T ′ receives an ARP request and returns an ARP
response containing its IP-MAC pair. When the adversary
receives this response, it will update its ARP cache with the
decoy’s IP-MAC pair and will be deceived into believing that
its attack succeeded. To prevent an attacker from suspecting
a deception, the decoy node can mimic the target’s traffic
by sending packets to the adversary. Thus, when the target
sends packets to the impersonated victim, the decoy node also
generates fake packets and sends them to the adversary. In
addition, the defender should avoid poisoning the opponent’s
ARP cache because, if the attacker finds multiple IP addresses
for a MAC address, or multiple MAC addresses for an IP
address in its ARP cache, it may suspect a deception.

In the deception mechanism described previously, we have
considered a network with four nodes, an OpenFlow switch,
and the SDN controller. This network is chosen to show how
the SDN controller redirects the adversary to the decoy. In
reality, the network may have several switches, target nodes,
decoy nodes, attackers, and normal nodes.

VI. SIMULATION

Simulations were performed in the Mininet 2.2.2 tool. This
tool is useful because the source code of a network prototype
developed in this tool can be reused in a network based on real
hardware without any code modification. To implement the
proposed approach, we created an SDN network comprising
a Python-based controller (Pox), 10 OpenFlow switches, 100
hosts, and a DHCP server. The DHCP is configured from the
service isc-dhcp-server. The set of hosts includes decoy nodes
and real hosts. The SDN controller deceives detected attackers
by installing flow rules to redirect their traffic to decoys. To
simulate ARP spoofing attacks, we configure each virtual host
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(a) Scan response header rewriting by the de-
fender to include deception.

(b) Request header rewriting by the defender to
redirect the attacker to a decoy node.

(c) The defender answers to the adversary’s
request by including deception in the response.

Fig. 3: Deception mechanism against network reconnaissance and ARP spoofing attacks.

to change its network configuration and send spoofed ARP
requests to the SDN controller. A host sends ARP requests
with a probability (γ) of triggering an attacker characteristic.
We also used the tool arpspoof from the package Dsniff to en-
able a host to send fake ARP responses. Overall, we simulated
attacker behaviors by sending spoofed requests and responses
to the SDN controller. When virtual machines launch attacks,
the SDN controller runs the proposed algorithm to detect
attackers in the network. We compare this algorithm with
existing approaches [4]–[6]. We choose the approaches Naive
Bayes [4], BSVR-ARP [5], and E2BaSeP [6] as benchmarks
because they are the most recent approaches that consider
network configuration changes due to transmission errors
or virtual machine migration. Indeed, network configuration
changes can lead to the modification of a correct packet
into an attack packet during data transfer. We consider these
configuration changes to mitigate misjudgments in the network
and improve detection accuracy. We compared the proposed
method to other ones on the detection precision. The result
obtained from this comparison is shown in Fig. 4. In these
results, the proposed approach is called DbaD (Deception-
based Defense). In this figure, the proposed approach has

Fig. 4: Detection precision.

better detection precision than existing methods because the
SDN controller recovers certain virtual nodes that were already

in the list of attackers. This recovery process is based on the
data obtained from the decoys. These data are also used to
improve the accuracy of the detection threshold. Fig. 4 shows
that the proposed model has an average precision of 96%
compared to the E2BaSeP, which has a precision of 50%,
and the BSVR-ARP and Naive Bayes whose precision is less
than 15%. Indeed, the proposed method includes a dynamic
threshold that can adapt to both high- and low-attack frequency
environments. Using an adaptive threshold can also help to
mitigate misjudgments in the network. We compared the false
positive generated by the proposed model to that of the existing
ones. Fig. 5 plots the result of this comparison. This figure

Fig. 5: False positive rate under attack scenarios related to
multiple IPs for one MAC (s∗).

shows that the false positive rate of existing methods is greater
than 50%, while that of the proposed approach is less than
5%. The deception method has a lesser false positive rate
because it calculates the detection threshold based on real-
time information collected from decoys.

We also evaluated the deceived adversary rate over the
number of adversaries. The results obtained are given in Fig.
6. This figure shows that the proposed method has deceived
more than 85% of adversaries. In the same way, the number
of targeted real hosts has also been evaluated and the results
are given in Fig. 7. This figure shows that the number of real
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Fig. 6: Deceived adversary rate.

Fig. 7: Targeted real host rate.

hosts targeted by adversaries is less than 20%. Therefore, we
conclude that the proposed model can prevent attackers from
targeting real hosts in the network.

VII. CONCLUSION AND FUTURE WORK

The aim of this paper was to propose an effective approach
for software-defined network security against ARP spoofing
attacks. The proposed method is a deception-based IDS that
detects attackers based on an adaptive threshold. The results
have shown that this approach can significantly mitigate ARP
spoofing attacks by increasing detection precision and reduc-
ing misjudgments in the network. Future work will focus
on adapting the proposed method for SDN multi-controller
networks.
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